ALMOST SURE ORBITS CLOSENESS
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ABSTRACT. We consider the minimal distance between orbits of measure pre-
serving dynamical systems. In the spirit of dynamical shrinking target problems
we identify distance rates for which almost sure asymptotic closeness properties
can be ensured. More precisely, we consider the set Ej, of pairs of points whose
orbits up to time n have minimal distance to each other less than the threshold
rn. We obtain bounds on the sequence (rn)n to guarantee that limsup,, Fr
and lim inf,, F,, are sets of measure 0 or 1. Results for the measure 0 case are
obtained in broad generality while the measure one case requires assumptions
of exponential mixing for at least one of the systems. We also consider the
analogous question of the minimal distance of points within a single orbit of
one dimensional exponentially mixing dynamical systems.

1. INTRODUCTION

In a metric space (X, d), the problem of the shortest distance between two orbits
of a dynamical system T: X — X, with an ergodic measure pu, was introduced in
[ ]. That is, for n € N and z,y € X, they studied

Mn(z,y) = Mrpn(2,y) == min d(T"(z),T7(y)) (1.1)

0<i,j<n

and showed that the decay of M, depends on the correlation dimension.
The lower correlation dimension of u is defined by

B(x,r)) du(x)
logr

C, = liminf log § :
and the upper correlation dimension C,, is analogously defined via the limsup. If
these are equal, then this is C),, the correlation dimension of p. This dimension
plays an important role in the description of the fractal structure of invariant sets
in dynamical systems and has been widely studied from different points of view:

numerical estimates (e.g. [BB, , SR]), existence and relations with other
fractal dimension (e.g. | , P]) and relations with other dynamical quantities (e.g.
[FV, M]).

In | , Theorem 1], under the assumption C . > 0, a general upper bound for

M, was obtained:
Theorem 1.1. For a dynamical system (X, T, ), we have

logMr (2, 2
lim sup 08V TnlT,Y) (z,y) < —

5 “logn ST (1 x p)-a.e. x,y.

"
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To replace the inequality above with equality, in | , Theorems 3 and 6], the

authors assumed that C, exists and proved

limninf W = CQ'# (1 x p)-a.e. x,y, (1.2)
using some exponential mixing conditions on the system. This was shown in [RT]
to be unnecessary in cases where there is an appropriate inducing scheme.

In the proofs of the above theorems, the approach was to find a sequences (7, )
and show, using the Borel-Cantelli Lemma, that for almost every (z,y) for all large
enough n either My, (x,y) < 7y, or My ,(z,y) = r,. The sequences were, for any
€ > 0, of the form r,, = (v loz nl)(Qu*@ in the former case and r, = W,
for some b < —4, in the latter. Our aim in the current work is to refine these
estimates and extend their applications.

Notation: we will sometimes use, for non-negative real sequences (an)n, (bn)n,
the notation a,, < b, to mean that there is some C > 0 such that a,, < Cb,, for all
n, similarly for 2. If a,, 2 b,, and a,, < b, we write a,, = b,,.

2. MAIN RESULTS

We begin with the most general setup which consists of two probability preserving
dynamical systems (71, u1) and (75, o) on the same space X, i.e. Ty, Th: X — X.
We let (r,), denote a sequence of positive numbers. Note that in this setting
§p1(B(y,rn)) dua(y) = §p2(B(y, rn)) dpa(y). We define the minimum analogously
to (1.1),

Mn(x7y) = M(Tl,Tg),n(x7y) = HllIl d(Tll(x)aTﬁj(y))7

0<i,j<n

and define
E,=FEM"T . = {(:U,y) € X x X : My, 1) n(2,y) <rn}

={(z,y)eX x X :d(Tiz, Tiy) < r, for some 0 <, j <n}.

Henceforth we abandon the use of M,, and instead use the latter form of the above
equation. Ultimately one would like conditions on the choices for (1), of the
following form:

Condition on (7,), <= (1 x po)(liminf E7:72) = 1,
- K

i.e., for almost every (z,y), for all large enough n there exist 0 < 4, j < n such that
d(Tjx, TJy) < ry; and
T17T2> =1,

n,Tn

Condition on (ry,), < (u1 x p2)(limsup E

i.e., almost surely there are infinitely many n such that there exist 0 <, j < n with
d(Tiz, Tyy) < rp.

Some results will be stated explicitely for the special case when T7 = Ty and
11 = pe in which case we simply talk about the probability preserving dynamical
system (X, T, n) and write

E,=El ={(z,9)e X x X :d(T"z,T’y) <r, for some 0 <i,j <n}.

UED)
In the special case of one dynamical system we will also consider the further
specialized case of x = y, or in other words, the case of one single orbit’s minimal
internal distance. In this case we change notation and write

F,=F!. ={xeX:dT'x,Tz) <r, for some 0 <i<j<n}.
The lim sup and lim inf results that we wish to obtain remain analogous for this set.

The main results, which are to follow, are initially split into the case of two
distinct orbits and the case of one single orbit.
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For two distinct orbits of two dynamical systems we obtain conditions on measure
zero for both liminf and lim sup sets in a very general setting. Specialising to two
mixing systems we obtain conditions for the lim inf and lim sup sets to have measure
one and simplify these conditions in a corollary when the two mixing systems are
indeed identical. In the special case of one dynamical system which is chosen to be
the doubling map we get particularly sharp results. For the lim sup set we obtain
a dichotomy and for the liminf set we obtain bounds sharp enough to produce a
shrinking rate of the (r,,), which gives measure zero for the liminf set but measure
one for the limsup set. Our final result within the two distinct orbit case concerns
the situation when one system is a rotation with a Diophantine condition and one
system is mixing with respect to the Lebesgue measure. In this case we also obtain
conditions for which the liminf and lim sup sets have measure one.

The single orbit case is more difficult and we obtain conditions for measure zero
and one of the lim inf and lim sup sets under somewhat stronger mixing assumptions.

2.1. Results for two distinct orbits.

Theorem 2.1. Let (X, Ty, 1) and (X, To, p2) be two probability preserving dynam-
ical systems and (r,)n a sequence of positive numbers. Then

(a) If n*§pa(B(y,mn)) dpa(y) — 0, then
(p1 x p2)(liminf E72:72) = 0.

(b) If n§p1(B(y,ry))dua(y) is decreasing and Yoo n § u1(B(y,m)) dua(y) <
oo then

(11 % ug)(limsupEg}?:?) =0.

We note that the result holds with the obvious simplifications when the two
dynamical systems are identical. For part (b), the summability condition on the
(rn)n holds for example if §p1(B(y,ry)) dua(y) < 1/(n*(logn)'™<). Note that in
the case of one dynamical system, criteria of this type appear in other results, such
as [ , Theorem C], where Y., § u(B(y,5)) du(y) < oo is assumed in order to
get a result on returns of z to itself.

We will need the following definition of exponential mixing wrt. observables in
the well-known function spaces BV and L*.

Definition 2.2. Let (X, T, 1) denote a measure preserving system where X < R.
If there are C, 6 > 0 such that for all 1) € BV and p € L,

jwon"du—fwdufwdu

then we say that (X, T, 1) has ezponential mizing for BV against L.

< ClY|svel -,

In Section 2.3, some results will require L® to be replaced by L' in this definition.
Systems that are known to satisfy exponential mixing for BV against either L'
or L® include piecewise expanding interval maps with p being a Gibbs measure
and quadratic maps with Benedicks—Carleson parameter and p being the absolutely
continuous invariant measure ([LSV], [Y]).

The next definition concerns exponential mixing wrt. observables in L* and
the less-known function space V,,. This space along with its associated norm | - |,
was introduced by Saussol in [S] where he defined and studied multidimensional
piecewise expanding maps (see also | , section 5]). The definition of these maps
and of V,, is rather involved and extensive, hence we refrain from giving the details
and refer the interested reader to the cited papers. For our purposes the intuition
that the |- |4-norm is an analogue of the BV-norm for higher dimensional maps
suffices (in fact, here we only use that characteristic function on balls have norm
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bounded independently of the ball, as well as the maps x — u(B(z,r))) along with
the fact that Saussol proved that his multidimensional piecewise expanding maps
defined on a compact subset of R" satisfy the following mixing property.

Definition 2.3 (see [S] and | ). Let (X,T,u) denote a measure preserving
system where X < R"™. If there are C,0 > 0 such that for all ¢ € V, and p € L®,

Uw-sooT"du—fwdufsodu

then we say that (X, T, 1) has exponential mizing for V, against L®.

< CllalplLee,

Theorem 2.4. Let (X, Ty, p1) and (X, T, p2) be two probability preserving systems
which are exponentially mixing for either BV against L™ or V, against L*. Let
(rn)n be a sequence of positive numbers.

(a) If (rn)n is decreasing and for some € > 0 we have

n 3 n 1+e€
fm(B(y,rn))duz(y) » logn) (1Zg210g )"
and
(§ e (B rn)) dpss()) * n
L (B(y, ra)) dpialy) ~ (ogm(loglogmyre’ '~ 0% 1)
then
(11 X p2) (linhinf E}:}T’?) =1.
(b) If for some h(n) — o we have
ful(B(ymn))duz(y) > (1ognn7)22h(n)
and .
(Y (Bly, 7)) dpui(y)) ® n .
LBl dua(y) ~ (ogmhln)’ 0% 22)
then

(11 X p2) <lim sup EZ:};?) =1.

Remark 2.5. If p; or uo are Ahlfors regular, i.e., there exist C,s > 0 such that

%rs < p(B(z,r)) < Cr? for all ,

then all of our conditions on measures of balls, and their integrals, depend only on
s and (rp)n-

We examine the conditions on (r,), in part (a) of Theorem 2.4 in two examples.
Part (b) can be considered in the same way.

FEzample 2.6. If p; and us are equivalent and there is a constant ¢ > 1 such that
P PRLL
dpiz
then for all large n it is in this case enough, since € > 0 is arbitrary, to require in

part (a) that
(logn)*(loglog n)?*e

n2

f/n(B(y,f‘n)) duy(y) =

)

and
2+e

f pa(B(y,mn)) dus(y) = (log n) (lj’lgz logn)
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Example 2.7. Suppose that (T, u1) is the doubling map with Lebesgue measure,

and that (75, u2) is a quadratic map for a Benedicks—Carleson parameter, with the

invariant measure which is absolutely continuous with respect to Lebesgue measure.
We have of course that r < pu1(B(y,r)) < 27, so that

rgfuﬂB@JDWn@)<%
and
r< Jul(B(ym)) duz(y) < 2r.

To estimate §p2(B(y,r)) dus(y), we note that it is known that po has a density
which is sum of a BV function, bounded away from zero, and countably many
one-sided singularities of the form 1/4/z, see [Y, Theorem 1]. Because of this, we
have cr < po(B(y,r)) and

cr < J,UQ(B(yv 7)) dp2(y).-

To get an upper bound, it is enough to consider the case that the density of us is
h(x) = 1/4/x on [0,1]. We then have that

yrr o 2r

n(Blym) = | mdrs o=

ify—7r>0and

1o (B(y, 7)) = Ly ' % do — Ny T < 2V3F

ify—r<0.
Hence,

Jm@%ﬂﬂm@<]2f@+f¢¢
4\F\f+2rf NAET yH
= 4V2r + 4rlog(1/+/r + /1 + 1)r)

< Cr|logr|.
The conditions in Theorem 2.4 (a) on 7, are therefore the following:

(logn)3(loglogn)i+e

n / bl

)
N < n 7
Tn (logn)?(loglogn)i+e
\/Tn|log Ty - n

Tn = (logn)2(loglogn)i+e’

This simplifies to
- (log n)3(loglogn)t*e

n =

'n__ (logn)*(loglog n

)2+2s
[logra| ~ n? '

2 , and

Hence, it is enough to require that
2+¢e

- (logn)®(log log n)

Tn = s
n2

for some € > 0.
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The proof of Theorem 2.4 will be given for the case of exponential mixing for BV
against L*. The proof for V,, against L® is essentially identical but would require
us to give the precise definition of V,, and | - |4.

As an immediate corollary of Theorem 2.4 we obtain the simpler statement for
one system.

Corollary 2.8. Let (X,T,u) be a probability preserving dynamical system which is
exponentially mixing for either BV against L* or V, against L®. Let (r,), be a
sequence of positive numbers.

(a) If (rn)n ts decreasing and

f w(B(y, ) du(y) = (log n)*(loglog n)**e |

n2
then
(1 x p)(lim inf Eg,rn) =1.

(b) If for some function h(n) — ©

[ B 7)) ) = Lm0

n2 ’
then

(nx p)(limsup By, ) = 1.

The doubling map case. Let X =[0,1], T: X — X be given by Tz = 2z mod 1,
let p denote the Lebesgue measure on X and let d denote the Euclidian metric
on X. We note that all results in this subsection also hold for the map Tz = kx
mod 1, ke N, k> 2.

For liminf,, E, we get the following result.

Theorem 2.9. Let (), be a sequence of positive numbers.
(a) If n?r, — 0 then

(1 x ) (lin%inf E};r") =0.

(b) If (rp)n is decreasing and

0

1
— < 0. 2.3
ngo 22nT27L ( )

then
(1 x ) (liminfEim) =1

Remark 2.10. We note that by Cauchy condensation (see Lemma 3.1 below), we

have
1 1

D N
n3ry, = 22" rgn

n=1
provided (n3r,), is increasing. Condition (2.3) is for example satisfied for

log n(loglogn)+e
n = T],Z

for any € > 0. In this case we see that

0] 0]
D) = 2 regnegg < %
n3r, nlogn(loglogn)t+te

n=0 n=0

We are able to prove the following dichotomy for lim sup,, Ey,.
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Theorem 2.11. Let (r,), be a decreasing sequence of positive numbers s.t. also
(nry)n is decreasing. Then

0 if 3°  nr, <o,

Loif Y nry, = 0.

Remark 2.12. Actually, (nry,), being decreasing is only required for the measure 0
case. For the measure 1 case it is sufficient to assume that (r,), is decreasing.

Remark 2.13. We note that Theorem 2.9 and Theorem 2.11 together show that radii
sequences with 0 = (u x p)(liminf, F,) < (g x p)(limsup,, E,,) = 1 exist. Take for
example

(1 x p)(limsup By, ) = {

1
= ——.
" n2logn
Then n’r,, = @ —0and 37 nr, = >0, @ = o0 which means that the

conditions for both results are satisfied.
2.2. Results when one system is a rotation.

Theorem 2.14. Suppose that X is the circle and both py and py are Lebesgue
measure. Moreover, suppose that (X, Ty, u1) is exponentially mizing for BV against
L* and that (X,Ts, u2) is a rotation by an angle «. Let (ry,), be a sequence of
positive numbers.

(a) If nr, — 0, then (uy x po)(liminf, o EI1L72) = 0.

n1r7l

(b) If (nry)y is decreasing and Y, nry < 00, then (pu1 x po)(limsup,, EX5:T2) =
0.

(¢c) Suppose some € > 0 that « satisfies

g — p| > e(a)(log q)* - (loglog(q))'**/4°
for all sufficiently large ¢ € N. If (ry)n is decreasing and satisfies r, 2
(logn)?(loglogn)+? . . Ty, Toy _
3 with 0 < 6 < ¢, then (p1 x p2)(liminf, E7172) = 1.

(d) Suppose « satisfies |qa — p| = c(a)logq - v(q)/q?* for all sufficiently large
q € N, where p(q) — © as ¢ — . If (ry)n satisfies r, = bgiﬁ# for
some h(n) with h(n) — o and h(n)/p(n) — 0 as n — o, then (u1 x
po)(limsup,, EI1.72) = 1.

n,rn

We emphazise that the Diophantine condition imposed on the angle « in parts
(c) and (d) is satisfied for almost every «. This follows from Khinchin’s Theorem on
metric Diophantine approximation which implies that if > ‘ ¥(q) converges, then
a.e. number « satisfies |qa — p| = (q) for all sufficiently large ¢ € N. For example,
our Diophantine conditions are satisfied for all numbers of Diophantine exponent
strictly less than 1. Here we recall that o has Diophantine exponent o if there exists
a constant C' > 0 such that |ga — p| = ql% for all ¢ € N.

2.3. Results for a single orbit. Recall the notation
F, = FnT,rn ={z:d(T'z,T7z) < r, for some 0 <i < j<n}
We will need the following definition.

Definition 2.15. Let (X, T, 1) denote a measure preserving system where X < R. If
there exist C’, 6’ > 0 such that for all 11,12 € BV, p1,02 € L, and 0 <a <b< ¢,

U%~wgoT“-wloT*’-¢goTcdu—Jw1-won“dufsm-moTc—bdu

< Cl(d}la wQ» @17 902)6_9/(17_(1)7
then we say that (X, T, u) has exponential 4-mixing for BV against L®.
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Note that by setting 17 = @2 = Id we get 2-mixing for BV against L* with the
same constants C’ and 6’ as in the 4-mixing estimate. The 4-mixing property is
known to hold for Gibbs—Markov interval maps, see [Z, Lemma 4.16]. In our case
each of the observables will be characteristic functions on an interval, and we will
assume that C’ can be taken independently of the intervals. See [Z, Lemma 4.16]
for a case of this.

Remark 2.16. The uniformity of C’ is automatic for intervals. By Collet [C] (using

Banach-Steinhaus), we have C'(¢1, 2, ¢1,92) = Clt1llsv|[¢2llsvle1llolle2]le,
and for intervals all these norms are uniformly bounded.

Let A(r,n) :={x:d(x,T"x) < r}. We will need to assume the following short
return time estimate which states that there exist C' and s > 0 such that

w(A(r,n)) < Cre. (2.4)

There are several known estimates of this type in the literature, see for instance
Holland, Nicol and T6rok | , Lemma 3.4], Kirsebom, Kunde and Persson |
Section 6.2] and Holland, Kirsebom, Kunde and Persson | , Lemma 13.7].

)

Theorem 2.17. Let (X, T, u) be probability preserving dynamical system with an
interval X < R. Let (r,)n be a sequence of positive numbers.

(a) Assume (X, T, u) is exponentially mizing for BV against L', and that
the short return time estimate (2.4) holds with constants C,s > 0. If
rn < 1/((nlogn)*h(n)) and Su(B(x,r)) du(z) < #(n) for some function
h(n) — oo when n — oo, then p(liminf, F7 ) = 0.

(b) Assume (X, T, ) is exponentially mizving for BV against L', that the short
return time estimate (2.4) holds with constants C,s > 0 and that r, <
n=Ys(logn)=2/*=¢ for some . If n§u(B(x,7,))du(z) is decreasing and
Yo n S u(B(x,ry)) dp(z) < oo, then p(limsup, FT, ) = 0.

(c) Assume (X, T, ) is exponentially 4-mizing for BV against L*. Let (r,)n
be decreasing such that r, = n=" for some B >0 and § u(B(y, ) du(y) =
(ogn)"(loglos ™™ " thep yy(liminf,, FL,, ) = 1.

(d) Assume (X, T,p) is exponentially 4-mizing for BV against L*, r, = n=8
for some B > 0 and §u(B(y, ) duly) = (log?#, for some function

h(n) — © as n — ©, then p(limsup, FI, ) =1.

Remark 2.18. Theorem 2.17 is stated for X < R being an interval. We could have
stated it more generally for a compact subset X < R" by changing the definition
of 4-mixing analogue to Definition 2.3, i.e. by exchanging the BV-norm with the
| - |o-norm. However, beyond interval maps there are, to our knowledge, no known
examples of systems satisfying either this generalized 4-mixing for V, or the short
return time estimate of (2.4). For this reason we opted for the simpler formulation.

Examples of systems for which Theorem 2.17 holds include the doubling map
(and more generally Tz = kx mod 1 for some k € N, k > 2), piecewise expanding
interval maps where p is absolutely continuous wrt. Lebesgue, and the Gauss map
with the Gauss measure.

The proof of Theorem 2.17(c) is similar to the proof of [Z, (4.2) in Theorem 4.8]:
note that many of the ideas there were developed for a different case in | ]

3. TWO MIXING SYSTEMS PROOFS

We include a useful version of Cauchy Condensation, see for example the proof
of | , Proposition 10.1]:
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Lemma 3.1. Suppose (cp)n has ¢, = ¢pi1 >0 and a > 1. Then

[e¢] 0
Z Cp <O — Z aF ey < 0.
n=1 k=1

We also require the following results.

Lemma 3.2. Suppose that (X, p1), (X, pu2) are probability spaces with X < R™.
Then there exists K > 0 such that if v > 0 is sufficiently small then

2

p(Br) < K ([ (B ) fori = 1.2

Hence also
[ Bt ns o) < 8 ( [ st st

for ('Lv]) = (1a2), (27 1)
Note that when p; = po, the second statement is the conclusion of [ ,
Lemma 14].

Proof. Since X < R™, we can cover B(y,r) by Ky balls of radius r/2. Let B(z,r/2)
be the ball of largest p;-measure, then p;(B(z,7/2)) = pi(B(y,r))/Ko. Then

2

jMB(x,r))duj(x).

JmBemaue = | uBEndeE = | (B r2)d
B(z,r/2) B(z,r/2)
1
= 1i(B(z1/2) > (Bl ),
0
so setting K = K the first statement of the lemma is proved. The second statement
is then immediate. O

Lemma 3.3. Let (X, u) denote a probability space where X < R. For any r > 0,
U X > R given by y — u1(B(y,r)) is BV with total variation bounded above by
2.

Proof. We have that u(B(y,r)) = u((—oo,y + r)) — u((—oo,y — r]). Hence, the
function v, is a difference of two increasing functions, both increasing from 0 to 1.
It follows immediately that the total variation of v, is at most 1 + 1 = 2. O

Remark 3.4. An analogue of this lemma in higher dimension for | - |, also holds.
Indeed, a stronger statement is proved in [ , Section 5.

Proof of Theorem 2.1(a). Given a sequence (), let

Sn(xa y) = Z RB(T§y7rn)(T1ix)' (31)

0<i,j<n

Note that S, (z,y) = 0 implies (x,y) ¢ E,. We argue that the result follows if
E(S,) — 0. Indeed, since S,, = 0, there exists a subsequence (ng)g s.t. Sy, (z,y) = 0
a.s. Since S,(x,y) is integer-valued this means that a.s. S,, (z,y) = 0 for all
sufficiently large k. In particular, this means that (z,y) ¢ liminf, E,. Hence we
compute the expectation of S,,. By the Tj-invariance of p; and Th-invariance of s,

E(S.) = )] ”%agy,rﬂ,)(wa)dul(w)duz(y)

0<i,j<n

S (B dua) = o [ (B ) dnaty) 0.

0<i,j<n

This concludes the proof. ]
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Proof of Theorem 2.1(b). Given a sequence (), which decreases such that also
n 1 (B(y, ) dus(y) is decreasing, let

Sn(xvy) = Z RB(Tgy7r2n,)(fo)7

S(.’L‘,y) = Z gn(x’y)

n=0

We argue that the result follows if E(S) < co. Indeed, then S(x,y) < o a.s., which
in turn means that a.s. S,(x,y) = 0 for all but finitely many n € N since the S,
are integer-valued. The definition of the S'n along with the assumption r,, > r,41
means that S’n(a:,y) = 0 implies (v,y) ¢ Egnyy for all 1 € {0,1,...,2" Tt — 27} So if
a.s. Sy, (z,y) = 0 for all sufficiently large n, then a.s. (z,y) ¢ limsup,, E,.

Hence we compute the expectation of S. Since S, > 0 we have E(S) =
Z;C:l E(gn) By the Ti-invariance of py and Ta-invariance of ps,

=3 N[ tnwtr T @)

n=04,je[0,2n+1)

Z P fm (T, 720)) diiaty)

0 2n+1

:Z n+1f (B(y,ron)) dusa(y).

Hence the assumption that 370 22" § 111 (B(y, 720 )) duz(y) < oo implies that E(S)
is bounded. Since n § p1(B(y, ry)) dps2(y) is assumed decreasing, Lemma 3.1 gives
that this is equivalent to the assumption

Z fﬂl (Y, mn)) dpa(y) <

n=0

This concludes the proof. (]

Proof of Theorem 2./ (a). Suppose, without loss of generality, that the exponential
mixing constants are the same for both systems.
Given a decreasing sequence (ry,),, for z,y € X, define

Sn(aj?y) = Z ]]-B(Tgy,r2n+1)(T1im)‘
i,j€[0,27)

The motivation for defining S, along the subsequence 2™ will become clear later in
the proof. Note that S, is constructed so that if for some n € N we have S, (z,y) > 1,

then since (ry,),, is decreasing, also 3, ;o 1y gy m(fo) > 1for all [ € [27,27+1].

Hence if S, (2, y) > 1 for all large n, then (z,y) € liminf,, E, and if S, (x,y) > 1 for
all large n is true a.s., then (u1 x po)(liminf, E,) = 1. We argue that the result
follows if E(S,) — o and

© N 2
Z ( S?)-l) < 0. (3.2)
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The argument is standard and well- known but we include it for completeness. By

the Markov inequality, since ( B (As ;T 1) > 0, we get that for any 6 > 0,

S, y) ’ 1 S, :

By (3.2), the right hand side is summable and hence the left hand side is as well By
the Borel-Cantelli Lemma, along with the fact that § > 0 is arbitrary, we conclude

that a.s. | E(; ?;) 1| > J is true for at most finitely many n € N. In other words,
a.s. for all n sufficiently large we have % e (1—0,1+6). Since E(S,) — o

also a.s. S'n(z, y) — o0 and in particular a.s. Sn(x, y) = 1 for all n sufficiently large
which concludes the argument.

We now prove E(S,,) — o0 and (3.2). Using T}-invariance of y; and Th-invariance
of po we first compute

E(3,) = 22" f 11 (B(y, rgnss)) dpa(y) — oo.

by the assumption on the lower bound of shrinking rate of the integral.

Next, note that the summands in (3.2) are equal to % Since we
already have E(S,,) we proceed to estimate E(52). Because
SC R VI N PPN e EC B T

i1,42,51,52€[0,2™)

it suffices to assume that i1 < i, j1 < j2 since for the three other combinations

of inequalities, the upcoming estimates will give the same bound. For this case of

indices we then split the sum into the four pairs arising from the cases where for

some ¢ > 0 (to be chosen later) is — i1 < cn, ia — i1 > cn, jo —j1 < en, ja — j1 > cn.
For i5 — i1 > cn and js — j1 > cn, i.e. the totally separated case,

Z Z J-J B(T“y Ton+41) ( 7l.lx)]lB(TJZy Ton +1)( )du’l( )d/’LQ(y)

il,iQE[O,Qn _71 ]26[0 2”
ig—1i1>cn Je—ji1>cn

) J [ Lm0t O gy (52742 dir (@)dia ()

i1,i2€[0,2™) j1,j2€[ 0 2™)
12 11>cn ]2 ]1>cn

< 2 Z (fm(B(y,rgn,+1))u1(B(T52j1y7r2n+1))dug(y)+
i1,2€[0,2") j1,j2€[0,2")
12—11>CNn J2—J1>cn
p—
2
Y > ((Jm(B(%mwl))duz(y)) +4Ce‘"96)

i1,i2€[0,2™) j1,j2€[0,2")
i9—1i1>Cn j27j1>cn

2
<2t ((J p1(B(y, ran+1)) duz(y)) + 406”90> = E(S,)? + 2442 Ce e,

where the first two inequalities follow from the mixing properties of the two systems,
and in the second we use Lemma 3.3 or Remark 3.4.
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For i3 — i1 < cn and j2 — 1 < cn, i.e. the totally non-separated case,

Z Z JJ B(Tj1 ym2n+1)(T ) 13(T§2yvrzn+1)<Tf2x)dul(w)duQ(y)
i1,i2€[0,2™)  j1,52€[0,2™)
0<is—i1<cn 0<jz— Jlécn

< ) >, Jul (T3'y, ran+1)) dpia(y)

i1,i2€[0,2™)  j1,j2€[0,2")
0<iz—iy1<cn 0<jz2— jlgcn

— ()2 me(y,rW)) dpia(y) = (n)?E(Sn).

For io — i1 > ¢n and jo — j1 < cn, i.e. a half-separated case (we can swap T7 and
Ts to get the other half-separated case)7

SN st T Ay (T i@t
Zl,ZQE[O 2”) jl,sz[O 2"
ia—t1>cn 0<jo— ]1§0n

=S [ st @ Vs () i @diaty)

i1,42,51,52€[0,2™)
22 7,1>CTL
0<j2—ji<cn

< ¥ ) ( [ B . s BT o)) s
i1,42€[0,2™)  j1,j2€[0,2™)
ia—t1>cn 0<j2—ji1<cn

+ 206"90>

< X 2 U“l(B(yaTznﬂ))Qduz(y)+zcenﬁc)

11 ZQE[O 2") ]1 jge[(] 2”)
ig—i1>cn  0<ja—ji1<cn

< en2” ( [ 1Bl raes) st + 2Ce—“96),

where in the penultimate line we use the Holder inequality and Th-invariance of .
As mentioned earlier, we aim to show that E(S?) — E(S,,)?, when divided by
E(S,)? are summable. Note that the definition of S, along the subsequence 2"
becomes essential at this stage in the proof. Collecting our estimates from above we
E(53)—E(Sn)*
E(5n)?
24ne=nbe  p2E(S,) N n2%" § iy (B(y, ran+1))? dpa(y) N n23ne—nbe
E(S.)2  E(S,)? E(S,)? E(S.)2
The fourth summand is dominated by the first so it suffices to demonstrate that the
first three are summable. For the first summand we have,

see that if we ignore multiplicative constants, the are bounded by

24ne—n9c e—nGc 24n+4€—n0c

E(S,)? - (Su1(B(y,T2n+1))du2(y))2 < (n3(loglog 2 + logn)ite(log 2)3)2”

1+e

by the assumption that §uq(B(y,r,))dpa(y) = (log")a(lzggl()g") . So choosing
¢ = 4log2/0, this is summable.
Using the same assumption on the integral we get for the second summand that
n?E(S,,) _ n? - 1
E(S,)2 227 §ui(B(y,ran+1)) dpa(y) ~ n(loglog2 + logn)l+(log 2)3’

which is summable.
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For the third summand we apply Lemma 3.2 and the assumption (2.1) for ¢ = 1
to obtain

2% § py (B(y, ran+1))? dpia(y)
E(S,)?

n2°" (SMl(B(ya7°2"+1)) dpa (y ) §p1(B(y, ran+1)) duz(y)

9in (g jn(By, rans1)) duz(y)) 2

N

[N

n(§ 1 (B(y, ran+1)) dua(y))

2§ (B(y, mon+1)) dua(y)
2

n(loglog 2 + logn)t+¢(log 2)?

which is also summable.

As mentioned above, the other half-separated case is obtained by switching T3
and Ty and applying (2.1) for ¢ = 2 instead of ¢ = 1. This concludes the proof of
part (a). O

Proof of Theorem 2.4(1)). Given a sequence (7,,),, let again

= D0 Lpaiye,(Tio).

0<i,j<n

Note that by the assumption on the shrinking rate of the integral,
B(S,) = 1 [ 1a(Bly.ra) dia(y) > (logn)hin) — co.

2
We argue that the result follows if ]E(E( &y~ 1) — 0. Indeed, then there exists

Sy (zy) ) Sny(@y) .
a subsequence (ny)g s.t. ( E(5,) 1] - 0= E(5.) 1 a.s. Since the
denominator goes to infinity, so must Sn, (z,y) for kK — oo a.s. This implies that

(z,y) € limsup,, E,, a.s.

2

To estimate the quantity IE( ) 1) we follow the steps of part (a). The

difference to part (a) is limited to the fact that we sum over the indices in [0, n)

instead of [0,2") and the threshold for indices to be “separated” is given by clogn

instead of ¢n. Repeating the same calculations as in part (a), we obtain for part (b)
the estimate (again ignoring multiplicative constants)

femevlon  (logn)?E(Sn) | (logn)n® §un (B(y.ra))® duz(y)  (logn)nie=<iosn
E(S,)? E(S,)? E(S,)? E(Sy,)?
on the quantity of interest. Again, the fourth summand is dominated by the first so

it suffices to demonstrate that the first three summands vanish.
For the first summand we get,

n4€709 logn 1 TL4

E(S.? n® (§ 1 (B(y, 7)) dpz(y))” = 7 (log ) (h(m))?

by the assumption that § 1 (B(y,ry)) dua(y) = (1‘“5’13#, So choosing ¢ > 4, this

goes to zero.
Using the same assumption on the integral we get for the second summand that
(logn)2E(S,,) _ (logn)? - 1
E(Sn)? n2 §ui(B(y,m)) dua(y) ~ h(n)’

which goes to zero.
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For the third summand we apply Lemma 3.2 and the assumption (2.2) to obtain

(logn)n® § i (Bly, ) dus(y) _ (ogm)n®(§ pn (Bly ra))? dpn () _ 1

E(Sn)? h nt § i (B(y, mn))? dpa(y) = h(n)’
which goes to zero.
This concludes the proof of part (b). O

3.1. Proofs for the doubling map. For the proofs relating to the doubling map
we will use the notation u? := (u x p) to simplify expressions.

Proof of Theorem 2.11. The zero measure case follows from Theorem 2.1(b). We
now consider the measure 1 case.

Clearly,
Gni= |J Almy):d(T'=, T7y) < r.}
0<i<j<n
c | {@y):dT'e,Ty) <rp} = B,
0<i,j<n

implying that lim sup,, G,, < limsup,, £,. In the following we will construct a subset
of limsup,, G,, which is easier to work with. Consider now

H, = U {(z,y) : d(T'x, T7y) < i}
o<i<j<n
Write
Cij = A{(x,y) - d(T'2,T'y) < r;}
Bi,j,n = {(l',y) : d(Tl{E,ij) < ’I”n}
such that
qH= |J G,
0<ig<j<n
Gn = U Bi,j,n~
0<i<j<n

For a given j <n, C;; = B; ;; < G;. Hence
n
Hn c U Gj.
Jj=1

We next want to restructure J,, := {(4,7) : 1 < i < j < n} from being an array to
a sequence. We do this by introducing the ordering < whereby (i1, j1) < (42, j2) if
ja > j1 orif jo = j1 and iy > 4;. Using this ordering we may reenumerate the C; ;’s

chronologically from 1 up to |J,,| = w7 i.e. for each (i,7) € J,, C; ; =: A; for
some [ € {1,..., %} Note that this restructuring may equally well be done for

the infinite array J := {(i,7) : 1 < i < j} giving rise to an infinite sequence. This
restructuring allows us to consider the limsup set of the C; ; = A;’s, i.e.

oo o0
limsup A; = ﬂ U Ay
! 1=1 k=l
Suppose (z,y) € limsup; A;. This means that (z,y) € 4; for infinitely many [, or
similarly, (z,y) € C; ; for infinitely many distinct pairs (¢,5) € J. In particular,
since there are for each j only finitely many options for 4, there exists pairs (i,5) € J
with arbitrarily large value of j for which (z,y) € C; ; . Since C; ; € G; we have
that (z,y) € G; for infinitely many j. In other words, (z,y) € limsup,, G,,.
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We conclude that

limsup 4; < limsup G,, < limsup E,
l n n

and consequently
p? (limsup A;) < p? <lim sup En> .
l n

We will prove that p? (limsup, 4;) = 1, thereby concluding p? (limsup,, E,) = 1.
Assume that

0
Z nr, = . (3.3)
n=1

Extending 1p(o,;) to a periodic function on R, for any given [ € N we have

) = 12 (Cog) = [ 10, di = [[ oo, (2~ 2y) dody

for some (i, ) € J. We may write the periodic extension of 1p(,,) via its Fourier
series,
1p(o,r)(2) = Z cjpe?mhe
keZ
which means that

/J2(Al) _ Z Cik JJ 6271"“6(2111?—2]1/) dxdy = cjo = JRB(O,T'j)dN2 _ 27,,]_
keZ

since the integrals are zero unless £ = 0 in which case it is 1. From this we can
compute the partial sums of the p?(A4;), namely, we write any given M € N as
M = k,, + a for some n € N where k,, = Z?:l 1 and 1 < a < n+ 1, thereby obtaining

S

a

)+ Z 1 (A) = Z N2(Ci,j)+ZN2(Ci,n+1>

l=kn+1 1<i<j<n i=1

=

2

1=
7;[\3
=

I

I
—_
o~

I
—_

. (e¢]
jor; +a2rp, 1 —> o

I

<
I
-

where the divergence holds by assumption (3.3). Clearly M — o for n — oo
implying the divergence of the first sum as well. We aim to employ the following
consequence of the Erdés—Rényi version of the Borel-Cantelli lemma [ER] .

Lemma 3.5. Let (Y,B,v) denote a probability space. If A; € B are sets such that

Div(A) = (3.4)
=1

and
(V<Al1 N Alz) - V(All)y<Alz))

1<l <la<N

lim inf 5
N—w N
=1
then v(limsup; 4;) = 1.

Since we already showed that property (3.4) is satisfied, we are left with showing
that (3.5) also holds. For this purpose we again invoke Fourier series. In the
following, sets A;,, A;, will be identified with the sets C}, ;, , C, j, respectively when
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indexed via an array. Since we sum over [; <[5 in condition (3.5) we may assume
without loss of generality that jo > j;. We have that

:uz(Ah N Alz) = J:[ ]]-B(()’le)(2ilx — 2j1y)15(0,rj2)(2i2$ — 2j2y) dx dy

27i( k1 (291 z—271 y) ko (212—272y
Z cjl,klcjmszJe (ka( )+ka( ) dz dy
kl,kQGZ

27i(k12°1 +k2272)z —2mi(k1 271 +ko272
= Z le»klcjz,kzje milky 222) dCEJe (k1 222)y gy
k17k2EZ

We see that the integrals are only non-zero if

k12i1 + k22i2 =0 k1 = —k22i27i1
. ) = o
k1277 + k3272 =0 k1 = —ko272771,
The last two equations can only be true if p := jo — j; = 4o — 41 or k; = ko = 0.
Suppose that jo — j; = i3 — 41. In this case the sum over k; € Z can be replaced

by summing over the values —k92P. Furthermore, the central coefficients satisfy
Cj1,0Cj5,0 = W( A1, )p(Ar,) which we may subtract to the left hand side to obtain

/L2(A11 N Al2) - :U’Z(All):u2(Al2) = Z Cj1,—k22PCjy ko
kaeZ\ {0}
< Z |Cj1,—k22pcj2,7€2 |
k2€Z)\{0}

We have two upper bounds for the coefficients, namely the inverse of the index
over which the coefficient is summed as well as the integral of the function that the
Fourier series represents. More precisely,

1 1 1

ko|2P |ko| — k22p
|Cj17—k22pcj2,k2| < { ]21| 2 d ] 1 du? = 4
§1p(0,r,,) A1? S Lp(0,r,,) di* = 4rji15,

To optimize our upper bound we compute

1 _1._»
drj rj, < B = ky < (4rj,7j,) 72272
and split up our sum accordingly, that is, for S, ;, := (47’]'11"3'2)’%2*% we have
[SJ‘LJQJ 0
D k2ol = D (G k2l ka F D G k20 ]
ko€Z\{0} ko=1 k2=5j, 5o
[S51 .42 © 1
<2 D)+ )] TIo
ko=1 ka=Sj, i, 2
_1l._p 2
< 81y (4, my) 72277 + 5.2
1._»
< (leTj2)22 2,
In total we conclude that
=0 if jo — j1 # 12 — i1,
12 (A, 0 Ary) — 12 (AP (A) Lo_dzi .
& (rjrjy)227 72 if jo — j1 =2 — 1.

With this estimate in hand we are ready to prove property (3.5) of Lemma 3.5. We
have

(0 (Any 0 Ay) = 12 (A)WP(AR)) < D) ()22 77

1<li<lo<N 1<li<lo<N
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_J2—J1
< D) m2e

1<l <l2<N

since r; > r;4+1 by assumption. Recall that the sets A;,, A;, correspond to the sets
Ci1.41» Cis,js» hence we need to rewrite the sum over 1 < ; <l < N as a sum
over the appropriate index set of the i1, 42, j1, j2. Since the condition in (3.5) is
given via the liminf, it is sufficient if we can prove that the fraction vanishes along
a subsequence. We will do this for the subsequence N = k,, where k, = Z?:l i.
Define the sets

o 1< J1LSn Jo—j1 =12~
I, := 1 (i1,19, J1, e N*: Z‘l 21 : ; :
n {(1 2,71, J2) is < jo <M J1<J2

So we have

_J2—i1 _J2—d1
Z ’I“j12 2 = Z?‘j12 2.

1<l;<l2<N In

First we note that the sum on the right hand side is independent of i1, 42. For fixed
j1 < ja < n there are exactly j; pairs (i1,42) such that (i1, 2, j1,J2) € I,,, namely

(17 1+ (.72 _jl))
(272 + (.]2 7.7.1))

(J1,J1 + (J2 — J1))-
Hence we may write

n n

_J2—d1 3 _J2—i1 . _J2—i1
DI D VD Y AD Ve
I'n,

1<ji<ja<n Jj1=1 J2=J1

n 0 n
< Z j17’j1 Z 2_% = Cl Z jlrjl.
1 m=0 1

Jji= Jji=

This gives (3.5) since then

D (AL~ A) = P (A)E(AL))

" g
lim 1<li<lo<kn 5 < lim 1;]771];
n—o N , n—0 (23:1.77"3')
D (A
=1
C
= lim 1 =0

n s
n—®w Zj:l T

since Z?zl jr; — o for n — oo by assumption. We conclude that under this
assumption p?(limsup,, E,) = 1. O

Proof of Theorem 2.9. Part (a) is an immediate consequence of Theorem 2.1(a).
Proof of part (b). For a decreasing sequence (ry,),, we again let

Sn(xay) = Z ]]-B(ij,r2n+1)(Tix)'
4,j€[0,2™)

The structure of the proof is the same as that of the proof of Theorem 2.4(a). As
explained in detail there, the result follows if we can prove that

Z E(S2) —E(S,)?
3 (57) —E(Sh)

= < Q0.
E(Sn)?

n=1
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To this end, we first compute the expectation of S, By T-invariance of 1 we get

BE) = Y [uB@yra) duty

i,j€[0,2")

Z 27’2n+1 = 22"+1T2n+1. (36)
i,5€[0,2™)

Note that condition (2.3) implies E(S,,) — o0. We are left with computing E($2).
We have

Sﬂ(m7y)2 = Z ]IB(ley,T2n+1)(Ti1$>1B(Tj2y,T2n,+1)(Tin)
i1,i2,51,52€[0,2™)
= 2 ]]'B(Ov"‘zn#rl ) (Thx - le y)]]'B(OsznJrl ) (lex - szy)
i1,92,51,72€[0,2™)
= Z ]]-B(Osz'rL+1 ) (221I - 2j1 y)]]'B(O:T2n+1)(2i2x - 2]2y)

i1,i2,51,j2€[0,2™)
Taking the expectation then gives

E(S2) = Z H 15(0,ry,0) (2% = 27 9) 1 (0,0, ) (220 — 272y) da dy.
)

’il,i2€[0,2ﬂ'
J1,52€[0,2™)

We now proceed as in the proof of Theorem 2.11 by writing 1B(0,r,,,,) Via its
Fourier series. For given i1, s, j1, j2 € [1,2"] we obtain

H]lg(o,r2,L+1)(2ilm — 2 y) g0,y 1) (2720 — 272y) da dy

_ 2mi(ky (21 2 —291y) + ko (222—272y)
- Z Cj1,k1Cja ko Jje ( ) dx dy
kl,kQEZ

27 (k121 4 kg202 273 (k1291 + ko272
kl,kzeZ

As in the proof of Theorem 2.11 we see that the integrals are only non-zero if

k12i1 + k‘22i2 =0 N ki = —k'22i2_i1
k12j1 + k’22j2 =0 kl = 7k22j27j17

that iS7 when ]Cl = kg = 0 or when p = jQ 7]‘1 = iQ - il. Suppose j2 7j1 = ig - il.
In this proof we need to consider the two cases p = 0 and p < 0. For p > 0 we
use the equation above for ki, i.e. we sum over k; = —k92P. For p < 0 we instead
replace the sum over ks by ko = —k127P = —k,2/PI. However, referring again to the
proof of Theorem 2.11, we see that the final estimate of the Fourier coefficients does
not depend on k; or ks, hence we can use the same bound. In total we get

2mi(k12%1 +ke22)x 27i(ky 291 + ko272
Z Cjr,k1Cja k2 fe il 22%) dxfe milks 222y dy
k‘l,kQEZ

0 if jo — j1 # 12 — 11,
< €1,0C55,0 T lig—i1

Tont127 7 2 if jo — j1 = 19 —43.
Define the index set
I, == {(i1, 42, j1, jo) € N* t iy, i, 1, jo <1, jo — j1 = G2 — i1}
The desired expectation can now be estimated through the expression

~ liz—d1l
E(Sn)2 < 2 4T§n+1 + Z 7“2n,+12_ 22 !

i1,42,51,52€[0,2™) i1,i2,41,j2€lon
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_ li2—dil
= 24n+27’2n+1 + Ton+1 Z 2 2 .

i1,12,j1,j2€ 20

We focus on the remaining sum. Since it does not depend on 1,4, we consider the
number of pairs (i1, 43) for a given pair (j1, j2), for which js — j; = i9 —i;. Certainly
this can be bounded from above by 2. This means that

E(Sn)z < 24n+2r2 - 4 om Ton+1 Z 2*‘]2;7]“
J1,52€[0,2™)

2n_1 2" o

< 24n+2,r§n+1 + 2”7‘2n+12 Z Z 27]2;11

J1=0 j2=j1

"—-1 o

m
= 24422 4 22 Z o
]1 =0 m=0

2™ —1

<R L 4 22 Y Oy
j1=0
< 24n+27"27,+1 + 61122’”+ Ton+1,

for some Cq > 0.
Using this estimate along with (3.6) we can now compute

E(S2) — E(S,)? _ 2004202 4 0122 g — (227 g )

e < 3.7
E(Sn)2 (22”+17‘2n+1)2 ( )
- 22n+1712n+1 :
Hence
0 o0
Cy 1
1 _ -
7;0 22"+17“2n+1 ! 7;1 22"7“2n =®
by (2.3). We conclude that p?(liminf, E,) = 1. O

4. PROOFS FOR ROTATIONS

Parts (a) and (b) of Theorem 2.14 follow immediately from Theorem 2.1 exploiting
that py and pg are Lebesgue measure. The proof of parts (¢) and (d), given below,
is similar to that of Theorem 2.4.

Proof of Theorem 2.14(c). Given a decreasing sequence (7, ), set again

Sn(x7y) = Z ]]-B(Tgy,r2n+1)(Tlix)‘
,j7€[0,2™)
E(53)—E(Sn)?

5oz -

As argued in Theorem 2.4(a), it is sufficient to show that Y.,
As in the doubling map case, we can write E(S,,) = 227+1

We begin by estimating ]E(Sfl) which we may also write as

Z JJ B(ley7rzn+1)(T1i1x) : ]lB(ngy,rzn’“)(Tli?'T) d,ul (f)d;u'Q(y)'

i1,42,51,52€[0,2™)

Ton+1.

Since only one the systems is mixing we distinguish just between two cases,
namely the separated case io — i1 > cn and the non-separated case io — i1 < cn with
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¢ > 41og(2)/6. For the separated case we use exponential mixing of 77 with respect
to Lebesgue measure pq to obtain

Z 2 JJ lB(Tglyv'f'gnJrl)(Tlhx) ’ ]]'B(T2]12y77'2n+1)(T112x) dl‘bl (x)d:l’LQ(y)
J1,52€[0,27) i1,i2€[0,2™)
12—11>CNn

< Z 2 f(/ll(B(Tley,r2n+1)u1(B(T2jzy7r2n+1)+

J1,52€[0,2™) i1,i2€[0,2™)
i9—1i1>Cn

+ 2C’e_"90) dpus(y)
< 9in. (4r§n+1 + 206_"90>.

To investigate the non-separated case io — i; < cn we write

Z 2 ff ILB(T'Zjly,T'szA ) (Tl71 x)nB(T§2y,7-2n+1 ) (Tllzx) dﬁbl (x)dNQ (y)
J1,32€[0,2™) i17i2§[(227l)
12—11xCN

= 2 HEB(Tflwwn(y)'

i1,i2€[0,2™) j1,j2€[0,27)
19—1i1<Cn

Apirizg s, nT377y) dpa(y)dp (2)

and we note that it is enough to prove part (c¢) under the assumption that
(logn)?(loglogn)*+e
n2

n

This will allow the application of the following claim.

Claim 1. Suppose o admits a function Uy : N — R such that |ja| = U (n) for all
je€[1,n] and that r, = o(Vy(n)).

Then, for all large enough n, if y and z are two given points, there is at most
one j € [1,n] such that Ty € B(z,ry).

Proof. The claim follows if we can show for all large enough n that it is not possible
for distincet jq, j2 € [0,n) to have d(Ty'y, T3?y) < 2ry. So it is sufficient to show that
d(TJ0,0) = W, (n) for all j € [1,n]. Another way of writing this is |ja| = ¥, (n)
for j € [1,n], which is guaranteed by the Diophantine assumption on a. (]

Set W, (n) = c(a)(logn)?(loglog(n))t*2¢/n?. By the assumptions in part (c), we
see that r, = o(¥,(n)) and since ¥, (n) is decreasing also ||ja| = ¥, (n) for all
€ [1,n]. Thus ¥, (n) satisfies the requirements of the claim.
By the claim, for each each fixed z, y, i1, i2 and j; there can be at most one jo =
j2(x7 y? ily i27 ]1) € [O) 2”) SuCh tha’t ]]-B(Tiilx,TQn+1)(y) ' ]]-B(TliQI,Tzn+1)(Tg2_jly) ;é 0

We then write j = j(x,y,1,99, j1) i= j2 — j1 and our sum from above as

Sy j j Uity ) Lo, (T3y) diin(y)dpn ()

i1,i2€[0,2") j1€[0,27)
io—i1<cn

noting that j may not exist in which case the integrad above is 0. All together we
get

SN [ tetgen @D Ly, ) di @)

J1,J2€[0,2") i1,i2€[0,2™)
io—11<cn
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)y )y ﬂ LBy o) (T1') - ]lB(Tngw)(Tf%) dpa (v)dp2(y)

i1,12€[0,2™) j1€[0,27)
19—1i1<Ccn

1 (yfznﬂ)(Tlilx) dpy (z)dpa(y)
¥

i1,i2€[0,2™) j1€[0,2"
io—11<cn

Z Z J,ul(B(y,rgnﬂ)) dpa(y) < en2*2rgn41.
)

i1,i2€[0,2™) j1€[0,2™
io—11<cn

N

. 1 2 1 1 1+e
So if r,, = (log n) ((;lgz ogn) , then

E(S2) — E(S,)? < 24n+10e™m0¢ 1 2221y i1

E(S,)? 24n+2y2

is summable since ¢ > 41og(2)/6. O

(4.1)

Proof of Theorem 2.14(d). Analogously to the proof of Theorem 2.4 (b), it is enough
to observe that (4.1) with S, replaced by S,, from (3.1) goes to zero under the
assumption r, = log(n)h(n)/n? with h(n) — oo. Furthermore, the Diophantine
condition on « ensures r,, = 0(¥,(n)) and, hence, the applicability of Claim 1 in
this case. O

5. PROOFS FOR ONE ORBIT

Suppose X < R? is compact and » > 0. Then we can cover X by balls

{B(J:p,r)}k(r) where k(r) = 7~ and there exists a Cy € N such that each r € X

p=1
belongs to at most Cy elements of {B(zp, 27’)}22.1

We will write 1, , := 1p(s, 2r)- For a proof of the following easy fact, see the
ideas in | , Lemma 12].
Lemma 5.1. Let X < R? be compact. For all x,y € X we have,
k(r)
]]-B(z,r)(y) < Z ]]-p,r(x)]]-p,r(y) < CO:I]‘B(Z,4’I") (y)
p=1

Consequently, for a probability measure pu, we have,

k(r)

| nBa ) dute) < Y, By 20 < Co [ (Bl 4r) duo).

p=1

Recall the notation A(r,n) = {x : d(x,T"x) < r} and the short return time
estimate (2.4),

w(A(r,n)) < Cr?. (5.1)

From this point on, let X < R denote an interval. A lemma by Kirsebom, Kunde
and Persson [ , Lemma 3.1], implies that under exponential mixing for BV
against L' observables,

W(A(rn)) < J (B(z, 7)) dp(x) + Cre—o™. (5.2)

for some constant C7 > 0.

IFor general metric spaces this property is known as bounded local complezity.
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Proof of Theorem 2.17(a). Given a sequence (ry)n, let
Qn(l') = Z ]]-B(Tim,rn)(zj)'
o<i<j<n

As argued in the proof of Theorem 2.1(a), the result follows if E(Q,) — 0. We have
that

BQw = Y [ Lawre@a)dut@) = ¥ plA(rng - i)
o<i<j<n 0<i<j<n
Using (5.2) when j —i > 30~ !logn, and (5.1) otherwise, we obtain

S A=) =Y pAri -+ Y (Al — )

o<i<j<n o<i<j<n o<i<j<n
j—i<360 logn j—i>30"tlogn

< Cn(logn)r + n? J,u(B(m, rn)) dp(z) + %
Hence E(Q,,) — 0 as n — o0. O

Proof of Theorem 2.17(b). Given a decreasing sequence (1), let

On(@) = >, ) Ip@icm,.)(Ta).

Qngj<2n+1 o<i<y

n=0

As argued in the proof of Theorem 2.1(b), the result follows if E(Q) < 0.
We have

o0

Z Z Z J ]IB(T%»TWL)(zj) du
n=02ngj<2n+1 0<i<j
o0
2

D A(ren, j —1i)).
n=02ng<j<2n+1 0<i<j

As in part (a), we combine (5.2) with (5.1) in order to estimate E(Q). Take ¢ > 2/6.
We split the above sum as

BQ<) ¥ S (Al — 1)

nLj<2n+1l 0<i<j—clogj
0
+30) M u(Arae,j ). (5.3)
n=02ngLj<2n+1 j—clog j<i<j

For the first part we use (5.2) and obtain that

> 2 3 (A, j — )
n=029

nLj<2ntl 0<i<j—clogj

< i Z Z (Ju(B(x,rgn)) dp(z) + Cle_e(j_i)).

n=0 2n<j<2ntl 0<i<j—clogj

Then
D) D f u(B(@, ) du(z) < 3 22 j (B(z,rn)) dpu(a),
j n=0

n=02ngLj<2n+1 0<i<j—clogj
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which, since n § pu(B(z,ry,)) du(x) is assumed decreasing, is finite by Cauchy con-
densation, Lemma 3.1. For the part containing the remainder term Cie ?0—% we
estimate that

0 a0 1 0
DY 2 Gty Y G <y 0
n=02n<j<2n+1 0<i<j—clogj n=0on<j<ontt J n=0

which is also finite.
We now turn to the second part of (5.3). Here we use (5.1) to get

Z 2 Z p(A(ran, j — 1) Z Z (logj)Crgn.

02ngj<2ntl j—clog j<i<j

Using that r,, < n~"*(logn)~%/*"¢, we see that this is finite as well.
These estimates together show that E(Q) < oo and hence that u(limsup,, F,,) =
0. ]

Proof of Theorem 2.17(c). Let v € (0,1/2) and define for a decreasing sequence
(n)n,
k(rynt1)

Qn(z) := Z Z Lproni (Til”)]lp,mnﬂ (T7z).
p=1

i€[0,42™)
jel(1=v)2™,2")
For notational simplicity, set L} := [0,72"), R} := [(1 —v)2",2") and 7 := rgn+1.
Suppose Q,, () = 1 for some n € N. This means that there exists (i,7) € L) x R}
and an z;, with 1, (T°z)1, (T9x) > 1 which in turn implies that d(T'z, TVz) < 47.
Since (1), is decreasing, we then also have that Q;(z) = 1 for all [ e [27, 27T

Hence if Qn( ) =1 for all sufficiently large n a.s., then x € liminf,, F, 4T a.s. As
argued in the proof of Theorem 2.4 (a), this will follow if >, _, % < .
First we compute E(Q,,).
R k(r) )
E(Q) = >, [ 10 (@21 1,0(T70) du(o)

ieLy) jER’Y p=1

) ki((f 2) (e )>2+Err(n)>

el ,jeR; p=1
k(r)
= 72227 AR rr(n) + 42220 Z w(B(zp, 27))2.
p=1

where Err(n) denotes the error which we can bound by C'e=2"(1-20%" ysing the
exponential mixing estimate. Since r,, > n~” we see that the first term in the
estimate above vanishes. For the second term we get from Lemma 5.1 that

fu(B(:r T 2 (xp, 27)) (5.4)

so by the lower bound assumption on § x(B(z, 7)) du(x), we have that

k(7)
22n 2 w(B(x,,27))? - 0 as n— .
p=1
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Now we have

k(7)
BQD= % N X [ e o)L (1) Ly ()1 (17) ),
i1€L) i2eL) p,q=1
j1€ER]) j2€R)

We split the sum as in [Z, Section 4, Lower bound]. We start with the totally
separated case, were we suppose that |ia — i1| > ¢n and |ja2 — j1| > en, where we
will choose ¢ > 0 later: it is sufficient to assume that io —i; > cn and jo — j1 > cn
since the other combinations lead to the same estimates.

SN X[ el T )y (1)1 o (T0) )
i1,i2€L)  j1,j2€R] P4
ig—1i1>Cn jo—j1>cn

= 2 X Zfﬂp,ﬂxmq,f-(w“xmp,f-(Tﬂ*“mq,f(me)du(w)
i1,i2€L]  j1,j2€R] P,
i2—i1>cnj2—j1>cn

D) Z(f Ly () 1, (T ") dpa(i) f Ly (2) L o (T2 2) dp(x)

il,iQEL:’l jl,jQERZ p,q
iz—il >cn jg—jl >cn

N

+ Cle(jliZ)o,)

s Z Z Z [(M(B(xp; 27))u(B(z4, 27)) + 0/6_719'0)2 + 0/6—2"(1—2@9’]

il,iQEL;YL jl,j2ERZ p,q
i2—11>Ccn Jja—j1>cn

’ 2 n ’
<qi2in ] [(M(B(x,,, 27)) (B (x4, 27)) + C'e™ ™ ) + Clem 2" (120 ] .
p.q
where the third line is by 4-mixing. Since we assume that r, > n~? and k(r) = r—9,
up to constants this differs from E(Q,,)? by at most
742471 Z(e—ne’c + 6—2"(1—2@9’) < 7424nk(77)2(e—n9’c + 6—2“(1—27)9’>
p.q
< 7424n2n2,8d(6—n9'c + 6—2"(1—27)0').
So if ¢ > 2(2 + Bd)log2/6’, then this is summable, without any conditions coming
from dividing by E(Q,,)?.
Now consider the totally non-separated case, where it is sufficient to consider the
case 0 < ip —i; < cnand 0 < jo — j; < cn. Since any = € X is in at most Cy of

the covering sets {B(x,, 27‘)}2(:1), we get ZZ(:? 1,7(z) - 147(y) < Cy. Using this we
have,

2 2 Zfﬂp,am)ﬂmwlx)ﬂq,f@izx)ﬂw(w%) dps()
i1,92€L}  j1,52€R) P4
0<io—i1<cn 0<j2—J1<cn

<G Y Y Y[t i)

i1,i2€L) Ji1,j2€RY P
0<iz—i1<cn 0<jo—ji<cn

< Cy 2 Z E(N(B(xp» 27)) + 0/6_2"(1_27)9')

i1,i2€L) j1,j2€R) P
0<iz—i1<cn 0<j2—ji1<cn

< Coy?22"c*n? Z:(;L(B(:L‘p7 27))2 4 Ce~2"(1-2)0")
)
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So the important term to estimate here is 2°"n? >} u(B(xp,27))* < n2E(Q.,), which
when divided by E(Q,)? is n%/E(Q,). By using (5.4) this is seen to be summable
; . (logn)®(log log ) *+* f

if we assume §p(B(z,r,)) du(z) = s . Note that this is a weaker
requirement than the assumption made in the theorem.

Now for the half-separated case. Let us suppose that 0 < i3 — i1 < cn and
jo2 — 71 = cn. Then

SN S Tty ) Lo (T (T20) d()

i1,92€L)  j1,j2€R]) P»9q
0<io—i1<cn j2—ji1>cn

SN D[ bl 1y o) (1) di)

i1,i2€L]  j1,j2€R]) Pq
0<iz—i1<cn j2—ji1>cn

S Y S([ et

i1,i2€L])  j1,j2€R) Pq
0<iz—i1<cn ja—ji1>cn

N

J-]l (T2~ g) du(z) + C'e_(jl_i2)9/>

S Y ([ dut

il,iQEL;YL jl,]QER p,q
0<iz—i1<cn jo2—ji1>cn

- ((Bay, 27) (B (g, 20)) + C'e ) + c'eZ”MW)

N

where the third line is by 4-mixing. Note that our choice of ¢ again makes the
part with the terms C’e~"?¢ and C’e2"(1=299 summable over n. Now by the
Cauchy—Schwarz Inequality,

3 [ o) (T 0) ) By 27 B 20)

p,q

- f S (B, 27) Ly r(2) 3 (B, 27)) 1y o(T " ) dp(2)
(f(Zu (2, 27) 1L r<x>)2du<x>>é

<f(ZM (g, 27))1 (T“_“x)fdu(x))%
= (S 2100)

Recall that for each z € X, the sum >} pu(B(zp,27))1,(2) contains at most Cy
non-zero terms. For these non-zero terms we apply the following consequence of
Jensen’s inequality

(a1 + - +am)? <m(al +---+ad),

for numbers aq,...,a, = 0 along with the fact that ]lf)f = 1,7 to get the bound

Co 2, w(B(xp,27))?1, (z). Hence, by superadditivity of convex functions, the
above sum is bounded by,

JCOEM (2, 27))? 1, () du(z COZM (zp,27))?
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Nfw

< Co | Y u(Blap, 2r))?

So the entire sum we must estimate is

2

2o (3 u(Blay,2) | < nE(Qu)?,
p

which when divided by E(Q,)? can be estimated as n/E(Q,)2. Hence choosing

Su(B(x,m)) du(z) =2 (log ")4(12%1% ")HE, this is bounded, up to constants, by
n
(n*(logn + loglog 2)2+<(log 2)4) 2’
which is summable. O

Proof of Theorem 2.17(d). The proof follows the same principle as the proof of
Theorem 2.4(b). We define

k(ry

)
Qn(x) = Z Z ]]'pfrn (Tlm)]]'parn (T]I)'
i€[0,yn)  p=1
je[(1=y)n,n)

A2 ~ 2
and observe that it is sufficient to prove that %

estimates and computations of part (¢) are repeated with 2" replaced by n and
the separation gap cn replaced by clogn. Using the corresponding assumptions on
r,, imposed in part (d) of the theorem one easily reaches the conclusion that the
aforementioned quantity vanishes. U

goes to 0. Again, all

Remark 5.2. In part (c) and (d) the assumptions on (r,), have some flexibility in
the following sense. The condition that 7, = n~ can be relaxed to (7,,),, decreasing
at most subexponentially at the cost of increasing the power of log n by an arbitrarily
small amount in the lower bound on the shrinking rate of §u(B(z, 7)) du(z). In
the proof, this would be reflected by replacing our time gap cn with n'** for ¢ > 0
in part (c) and clogn by (logn)!** for « > 0.
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